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ABSTRACT 

This study develops mathematical models to predict the concentration of PM2.5 (Particulate matter of 

2.5 microns or smaller) using machine learning-based models. These models forecast monthly average 

PM2.5 concentration based on PM10 (Particulate matter of 10 microns or smaller) concentration data 

considering influence of seasonal and regional difference in relative humidity. The dataset for this 

analysis is obtained through the monthly air quality report of the Clean Air and Sustainable Environment 

(CASE) project from 2016 to 2018, which collects air quality monitoring data from 11 Continuous Air 

Monitoring Station (CAMS) located in 8 (eight) major cities of Bangladesh. The one-way ANOVA test 

result verifies the influence of seasonal variation on PM concentration which is consistent with prior 

studies but repudiates the regional effect. The mean ratios of  PM2.5 to PM10 are slightly higher in the 

dry seasons than in the wet seasons throughout the study period. Different machine learning approaches, 

such as Multiple Regression (Linear and Logarithmic), Artificial Neural Network (ANN) and Random 

Forest (RF) methods, are used to develop the mathematical models for PM2.5 prediction using R 

statistical packages. The monthly average PM10 concentration and the seasonal variation are used as 

input variables and found significant in the developed models. All the models are statistically significant 

with high R2 values, where the highest R2 (0.90) is found from the ANN model (with 2,1 hidden layer 

formation). This ANN model performs slightly better in forecasting spatially fluctuating PM2.5 

concentrations, which is supported well by previous corresponding studies. These models will lead to 

the effective prediction of PM2.5 in absence of precise concentration measurement facilities which will 

eventually help to identify and reduce the pollution. 

 

Keywords: Particulate matter, Regression, ANN, RF, One way ANOVA 

1. INTRODUCTION 

At present, Air pollution is an issue of concern worldwide as an outcome of rapid urbanization and 

economic growth. In developing countries of Asia, people have exposure to air pollution that is largely 

caused by particulate matter (PM). Fine particulate matter is considered a potential pollutant for being 

inhalable in nature that causes both economic loss and health implications on society (Begum, 2016). 

Scientists have been studying the health effects of PM for many years and careful analysis of data 

supported the fact that PM has adverse health effects like respiratory and cardiopulmonary diseases 

even at relatively low concentrations and many epidemiological studies conducted in various areas of 

the United States and European countries suggest that all-cause daily mortality increased by 0.5%-1.5% 

and 0.6% respectively for each 10 µg/m3 increase in PM10 (Valavanidis et al., 2008). Airborne 

particulate matters are found in metropolises as well as small and sizeable towns, and these usually 

consist of organic materials adsorbed onto particles that can be classified into volatile or semi-volatile 

organic species, transition metals, ions, reactive gases, carbonaceous materials produced by vehicular 

combustion processes, materials of biologic origin etc. (Valavanidis et al., 2008).  
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Prediction of PM10 and PM2.5 is significant as it will help by warning concerned authorities and 

governments as well as residents about the condition of the affected area and taking timely action for 

protecting public health and for this purpose, we need prediction models for forecasting concentration 

levels of particulate matters accurately which will be based on real-time data of the pollutants collected 

from air quality monitoring stations. Due to complications in measurement processes, sometimes the 

air quality monitoring systems lack PM2.5, while they can measure PM10 with their existing facilities. In 

many cases particulate matter with aerodynamic diameter up to 10 µm (PM10 and PM2.5) have common 

origins that lead to the assumption that their concentrations in the air are highly correlated, and those 

sources can be identified using the ratio of PM2.5 to PM10 (Nikolova et al., 2015; Zhao et al., 2019). In 

some previous studies, the PM2.5/PM10 ratio proved to be significant in assessing Air Quality Index 

(AQI) and is analyzed statistically to determine its influence on ambient air quality (Duan et al., 2015; 

Zhou et al., 2019; Zhao et al., 2019).  

 

Machine learning (ML) is an effective data analysis and modeling tool which is closely associated with 

artificial intelligence and widely accepted by researchers and scientists for different types of 

classification and prediction applications. In case of supervised learning, ML model can learn and train 

from different empirical data and used to predict or classify unknown data based on the supervision. 

Some popular supervised ML algorithms are Linear Regression, Artificial Neural Network (ANN), 

Random Forest (RF) etc. which are used frequently in mathematical model development (Deka, 2019). 

Nikolova et al. (2015) established a mathematical model for calculating PM2.5 concentration using that 

of PM10 for purpose and it was conducted in Bulgaria where the number of PM2.5 monitor stations was 

limited. Again, Machine learning was used for forecasting PM concentrations in some past studies 

(Asadollahfardi et al., 2016; Evanov et al., 2018). McKendry (2002) compared ANN models to 

conventional linear models for PM forecasting.  

 

In this study, data on PM10 and PM2.5 concentration are collected from 11 Continuous Air Monitoring 

Stations located in 8 (eight) major cities of Bangladesh and are statistically analyzed. Firstly, the 

concentration of PM2.5 is forecasted by establishing multiple regression, ANN and RF models based on 

that of PM10. Secondly, the significance of seasonal and regional variations are assessed through the 

one-way ANOVA test. Finally, developed models are compared and checked for their efficiency. 

2. METHODOLOGY 

The methodology of this study is divided into sections like selection of study area, data collection and 

processing and statistical analysis which are described hereafter. “R Statistical Package” is used in this 

study for all sorts of analysis. 

2.1 Study Area 

The dataset required for this study is collected through the Clean Air and Sustainable Development 

(CASE) project which is associated by Department of Environment (DoE) as a part of thoroughly 

monitoring air quality of Bangladesh. As a part of this project, real-time measurement of particulate 

matter (PM2.5 and PM10) and other ambient level pollutants are recorded in eleven (11) Continuous Air 

Monitoring Stations (CAMS) at eight (8) major cities (Dhaka, Gazipur, Narayangonj, Chattogram, 

Khulna, Rajshahi, Sylhet and Barisal) of Bangladesh which is mapped in Figure 1 (DoE, 2018).  
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Figure 1: Location of CAMS in Bangladesh 

 

2.2 Data Collection and Processing 

Monthly average PM2.5 (24 hrs.) and average PM10 (24 hrs.) data of a three (3) year-long period i.e., 

from January 2016 to December 2018 collected from CASE monthly reports are used in this study. 

During this period, in some CAMSs, the data was unavailable for a few months, so the data for those 

periods and CAMSs are excluded in the analysis. In this study, the dry period is considered from 

October to March and the wet season is considered from April to September. The significance of the 

PM concentrations for different seasons are measured with one-way ANOVA test.  

2.3 Mathematical Modelling for Correlation Establishment 

The establishment of correlation between PM10 and PM2.5 required an assumption of generic form of 

correlation equation which is assumed in both linear form and logarithmic form. The equations are 

given below: 

 

𝑃𝑀2.5  =  𝐶 + 𝐾0𝑃𝑀10 + 𝐾𝑖𝛽𝑖                                                      (1) 

𝑙𝑜𝑔10 𝑃𝑀2.5  =  𝐶 + 𝐾0 𝑙𝑜𝑔10 𝑃𝑀10 + 𝐾𝑖𝛽𝑖                                                                                    (2) 
 

Where, C, K0 and Ki are constant terms and βi are the other independent factors affecting the 

relationship between PM10 and PM2.5. The value of i starts from 1 to n and β is a binary variable having 

only two values, 0 and 1. In this study, locations of three (3) CAMSs out of eleven (11) are in coastal 
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regions like Chattogram and Khulna, where the relative humidity is higher. The data collection period 

is divided into two seasons in a year: dry and wet seasons. In wet seasons, the relative humidity is 

higher. So, taking these factors in consideration during correlation establishment, two (2) binary 

variables are introduced in trial phase of modelling (Table 1) to assess the influence of relative humidity 

in PM concentration. 

 

Table 1: Binary variables/ factors used in model building 
 

Variables Will be 1 when Will be 0 when 

Season Wet Dry 

Region Coastal Others 

 

Stepwise multiple regression is used to find the significant variables that can be used to build the 

correlation equation. The established best-fitted empirical model is selected based on their goodness-

of-fit parameter (R2 value) and the significance of model parameters.  

2.4 Artificial Neural Network Model 

In this study Multi-Layer Feed-Forward (MLF) Network, which is one of the most popular forms of 

Artificial Neural Network (ANN), is used (Figure 2). The network is divided into three (3) layers; input 

layer, hidden layer(s), and output layer. The structure of the ANN is decided by a trial-and-error method 

to minimize the root mean square error (RMSE) and mean absolute error (MAE). The statistically 

significant variables in multiple regression model are used as an input in this network. The number of 

nodes in hidden layers and the number of hidden layers is assumed intuitively and then the network is 

improved by trial-and-error method. To avoid network overflowing due to very large or small weights 

the inputs of the network are transformed in the range of 0-1. For this reason, the PM concentrations 

are divided by a number greater than the largest PM concentration in the database. 

 
Figure 2: Standard Multi-Layer Feed-Forward (MLF) Network 

2.5 Random Forest Model 

Random Forest (RF) is one of the most frequently used supervised machine learning algorithm using 

ensemble method for regression, which is combining prediction from multiple models to make a more 

accurate prediction. It is the association of some decision trees which predicts the target value 

independently and then all of them are averaged to get the actual prediction. It is a powerful and accurate 

model for linear and non-linear prediction. The structure of the model is decided by trial-and-error 

method, which is like the ANN process stated above. The scaled dataset is used for this model also. 
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3. RESULTS AND DISCUSSION 

3.1 ANOVA – One Way Test Result 

The seasonal variation between the means of PM10 and PM2.5 concentration in two different seasons 

(dry and wet) are found statistically significant in One-way ANOVA test at 95% confidence interval 

which is depicted by the F values with Pr < 0.05 in Table 2. Dash and Dash (2015) found the PM10 and 

PM2.5 concentrations are significantly varied based on the seasonal differences (summer, monsoon, and 

winter) in their one-way ANOVA test considering data from March 2014 to February 2015 in India. 

This corresponding test result supports our one-way ANOVA test result. But the seasonal variation 

between the means of PM10 and PM2.5 concentration in different region types (coastal and others) are 

found statistically insignificant which indicates the influence of coastal humidity variation doesn’t have 

any statistical impact on PM concentration. 

 

Table 2: One-Way ANOVA test results for PM10 and PM2.5 concentration based on regional and 

seasonal variation  
 

Parameters Variance source 
Sum of 

Squares 

Degree of 

Freedom 

Mean 

Squares 
F - values 

PM10 

Between seasons 1135011 1 1135011 

291.2*** Within seasons 1025169 263 3898 

Total 2160180 264 - 

Between regions 29138 1 29138 

3.596 Within regions 2131043 263 8103 

Total 2160181 264 - 

PM2.5 

Between seasons 421893 1 421893 

295.3*** Within seasons 375799 263 1429 

Total 797692 264 - 

Between regions 9857 1 9857 

3.291 Within regions 787835 263 2996 

Total 797692 264 - 

 

3.2 Mathematical Model Development 

The PM10 and PM2.5 concentrations in the atmosphere are strongly co-related due to their common 

origin, stated by Nikolova et al. (2015). One of the objectives of this study is to develop mathematical 

model for predicting the concentration of PM2.5 using monitored data of PM10 concentrations. Two 

different machine learning approaches such as multiple regression and artificial neural network are used 

in the modelling purpose which are briefly described in methodology portion. 

3.2.1 Regression Model 

The following best-fitted (3) linear and (4) logarithmic equations have been found through the multiple 

regression approach using three-year PM10 and PM2.5 concentration dataset from 2016 to 2018. 

 

 

PM2.5 = 4.54 + 0.53×PM10 − 9.98×βseason                                                                              (3) 

log(PM2.5) = 0.037 + 0.866×log(PM10) − 0.134×βseason                                                       (4)      

 
Where, β seasonal binary variable (Table 1 in methodology is referenced). During the trial session of 

regression procedure, the regional binary variable is included but as an insignificant parameter, it is 

removed during the final model formation. The values of R2 for equations (3) and (4) are 0.89 and 0.88 
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respectively. Both the linear and the logarithmic models are found significant (Pr. < 0.05) with 

satisfactory R2 values indicating healthy correlation between dependent and independent variables. 

3.2.2 ANN Model 

The input variables of the ANN model trial phase are determined by the one-way ANOVA test 

conducted earlier. According to this test result, PM10 concentration and season of measurements are 

given as an input parameter along with (1) hidden layer formation in ANN model to predict PM2.5 

concentrations as output. A comparative analysis is carried out to find the best architecture of the hidden 

layers with least error. The dataset is firstly scaled as described in methodology and then divided into 

two parts such as training data (75% of dataset) and test data (25% of dataset) by random criteria. The 

model network is first trained with the training data. The best result in the training of the network is 

achieved after 132 iterations, as the mean square error (performance) is 0.12, where two hidden layers 

with (2,1) neuron formation gives the least RMSE and MAE error with best output, as shown in figure 

3. Several studies recommend that to prove the validity of the model (Feng et al., 2015; Voukantsis et 

al., 2011). After that the generated model is tested to find the desired output with test data. 

  

 
Figure 3: The ANN model for forecasting PM2.5 concentration (The coefficients are for scaled dataset) 

 

Table 3 shows the statistical test results found from the ANN model that exhibit an effective 

performance for predicting PM2.5 concentrations. The RMSE, MAE values of the training, test and 

combined dataset are in a very close range. The correlation (R2 value) of the predicted PM2.5 

concentration and actual concentration of these datasets are also good. The Mean Absolute Error (MAE) 

and the Root Mean Square Error (RMSE) values are used together to identify the variation in the errors 

in a set of forecasts as well as to assess the performance of our ANN model. The mean absolute error 

gives an estimation of the average magnitude errors in a set of forecasts and the root mean square error 

provides information about the variance in the individual errors in the sample. The RMSE will always 

be greater or identical to the MAE and the higher difference between them indicates the higher variance 

in the individual errors in the sample. When the RMSE is equal to the MAE, the magnitude of all errors 

is same (Bhatt et al., 2014; Lefèvre et al., 2014; Willmott et al., 1985). After evaluating the above-

mentioned statistics of MAE and RMSE, we found from our ANN model that the maximum difference 

between the RMSE and MAE values of our dataset is 5.33 and thus, the variance in the individual errors 

in the sample are insignificant which proves that our ANN model can predict the PM2.5 concentration 

efficiently. 
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Table 3: The statistical test results of the ANN model 
 

Dataset 

R2 

(Predicted vs Actual 

PM2.5) 

Root Mean Square Error 

(RMSE) 

Mean Absolute 

Error 

(MAE) 

Training Data 0.90 17.55 12.22 

Test Data 0.88 17.12 12.53 

Combined Data 0.90 17.44 12.30 

3.2.3 Random Forest Model 

PM10 concentration and season of measurements are given as an input in RF model trial to predict PM2.5 

concentrations as output. After repeated trial-and-error method, number of variables available for 

splitting at each tree node value for the trial, m = 1 and number of trees, n = 1000 gives the least RMSE 

and MAE error with best output. The mean of squared residual, i.e., error is found 481.87 for this model 

(Figure 4).  

 
Figure 4: The error vs number of trees diagram for RF model 

 

The statistical test results found from the RF model exhibit an effective performance for predicting 

PM2.5 concentrations (Table 4). The RMSE, MAE values of the test dataset are little higher than the 

training and combined dataset because the performance of the model is relatively more error-prone to 

predict the test data. The correlation (R2 value) of the predicted PM2.5 concentration and actual 

concentration of these datasets are good for both the training and test set (> 0.80) which indicates this 

model is good enough to predict PM2.5.  

 

Table 4: The statistical test results of the RF model 
 

Dataset 

R2 

(Predicted vs Actual 

PM2.5) 

Root Mean Square Error 

(RMSE) 

Mean Absolute 

Error 

(MAE) 

Training Data 0.88 20.11 14.03 

Test Data 0.80 22.75 15.88 

Combined Data 0.86 20.81 14.50 

3.3 Comparison Between Models 

The statistical summary of the built models is shown in Table 5. As the R2 values of these models are 

greater than 0.80, it clinches a strong relationship between the concentration of PM10 and PM2.5. The 

higher R2 and lower RMSE, MAE and RSE values are the criteria for a better model (Bhatt et al., 2014; 

Lefèvre et al., 2014; Willmott et al., 1985; Rouf et al., 2011). 
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Table 5: The statistical summary of the models 
 

Model 

R2 

(Predicted vs 

Actual PM2.5) 

Root Mean 

Square Error 

(RMSE) 

Mean 

Absolute 

Error 

(MAE) 

Residual 

Standard 

Error 

(RSE) 

F value 

Linear 0.89 18.06 13.05 0.32 1113*** 

Logarithmic 0.88 18.51 12.52 0.11 1011*** 

ANN 0.90 17.44 12.30 0.10 2341*** 

RF 0.86 20.81 14.50 0.14 1669*** 
   *** is ‘F’ Significant at Pr <0.001 

 

In figure 5, both the graphs show the relationship between the measured PM10 values with the PM2.5 

values found from actual data and these mentioned models in dry and wet seasons, respectively. Several 

studies have recommended the ANN model over the linear regression model for determining the 

concentration of particulate materials (Özdemir and Taner, 2014; McKendry, 2002; Elbayoumi et al., 

2015). The statistical results of the ANN model are analytically better compared to the other models. 

Among these models, the highest R2 value is found in the ANN model, having a comparatively lower 

RMSE, MAE and RSE value. Thus, the proposed ANN model can be more effective for predicting 

PM2.5 values than the other models for operational use.  

  

  
Figure 5: Prediction of PM2.5 using different models in (a)dry and (b)wet season 

3.4 PM2.5 to PM10 Ratio 

The PM2.5 / PM10 ratio maintained a systematic pattern from season to season over the monitoring period 

(Rouf et al., 2011). Several studies on the concentration ratio of PM2.5 to PM10 have revealed that the 

average ratio varies between 0.4 to 0.8, considering spatial and temporal factors. (Rouf et al., 2011; 

Chaloulakou et al., 2003; Harrison et al., 1997; Rajšić et al., 2004). The annual average ratios are higher 

in the dry season than the wet season in the three consecutive years, as shown in Table 6. Rouf et al. 

(2011) found an average ratio value of 0.64 during the dry season, whereas the ratio fell to 0.45 in the 

monsoon season due to meteorological factors, which supports our findings.  

 

Table 6: Annual average PM2.5/PM10 ratio seasonal variation  
 

Year 
PM2.5/PM10 ratio 

Dry season Wet season 

2016 0.58 0.47 

2017 0.57 0.49 

2018 0.53 0.47 
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Figure 6 present the relationship between PM10 and the ratio of PM2.5 to PM10 in dry and wet seasons, 

respectively. One ratio value in figure 5 has found more than 1, which is not theoretically possible as 

PM2.5 belongs to PM10. Some errors such as measurement or instrumental faults are behind this ratio 

(Rouf et al., 2011). From the above analysis, the seasonal variance has a significant impact on the ratio 

of PM2.5 to PM10 in Bangladesh.  

  

   Figure 6: Relationship between PM10 and the ratio of PM2.5 to PM10 in different seasons (2016-2018) 

4. CONCLUSIONS 

In this study, multiple regression (linear and logarithmic), ANN and RF mathematical models are used 

to forecast PM2.5 concentration as a function of PM10 concentration using R statistical packages. The 

mean ratios of PM2.5 to PM10 obtained from 11 Continuous Air Monitoring Station (CAMS) located in 

some major cities of Bangladesh are found slightly higher in the dry seasons than the wet seasons from 

2016 to 2018. The impact of seasonal variation on PM concentration is found significant from the one-

way ANOVA test results. In contrast, the regional effect is found negligible in the one-way ANOVA 

test results. All the models are statistically effective, but the ANN model performed slightly better in 

predicting PM2.5 concentrations compared to other models. These models will help to estimate the actual 

concentration of PM2.5 in the absence of exact concentration measurement amenities, which will 

eventually aid in detecting and lessening the pollution.  
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